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ABSTRACT

Chatbots are increasingly used in healthcare as an accessible and
scalable means to communicate information. While visualization
can provide summaries of health data, their impact on the compre-
hension, perceived usefulness, and trustworthiness of chatbots is yet
unknown. We examined the effects of visualization (intervention
group) of health data compared to text-only representation (con-
trol group) among 96 family caregivers in a randomized controlled
trial. The results showed that visualizing the relationship between
symptom levels (e.g. stress) and health solutions had a significant
impact on the comprehension of the health trends and the perceived
effectiveness of the solution. While there was an increased trust
level in the visualization group, the difference was not statistically
significant. The qualitative feedback aligned with the quantitative
results. We discussed future directions in leveraging the synergistic
effects of visualization and chatbots to increase health literacy and
encourage technology adoption.

Index Terms: Human-centered computing— Visualization—
Empirical studies in HCI—; Applied computing—Health
Informatics—

1 INTRODUCTION

Chatbots are becoming increasingly common in healthcare do-
mains [11], offering services such as symptom monitoring [20]
and information collection [2]. While chatbots could provide an
accessible and scalable way of communicating and evaluating health
information, patients’ acceptance of chatbots depends on their com-
prehensibility, perceived usefulness, and trustworthiness [3]. As
many chatbots collect numeric data from the patients (e.g., weight,
pain ratings), data visualizations offer a natural way to present and
summarize the information. However, the impact of visualizations
on the use and perception of chatbots has been under-explored.
While studies have shown that visualizing data could increase view-
ers’ comprehension of the information [5, 19], a recent study in
healthcare has found a contradicting result where the comprehension
rate was higher in the text-only condition than in the line graph
condition [21]. Furthermore, no study has measured the effect of
visualizations in health chatbots on users’ trust in the technology to
our knowledge. We bridge this gap through a randomized controlled
trial (RCT) examining the effect of visualizations in health chatbots
on comprehension, perceived usefulness, and trust.

We approached the problem by applying data visualization on
a specific healthcare chatbot, COCO (Care for Caregivers Online)
for family caregivers [9, 15]. COCO provides family caregivers —
particularly those with limited resources and high stress and burnout
— with on-demand caregiving support and interactive self- and family-
management skill development. Although technology has the po-
tential to provide cost-effective and accessible support for family
caregivers, only half of the caregivers currently use technological
tools for caregiving with the most common purpose of financial
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tracking, even though the number one need for caregivers is related
to managing their own health [23]. To promote the acceptance of
COCO, it is essential that COCO presents information in a way
that is comprehensible, useful, and trustworthy. Thus, we exam-
ined whether presenting health information in a visualization format
rather than a text format affects viewers’ comprehension, perceived
usefulness, and trust and acceptance of the information.

2 RELATED WORK

Studies have shown that effective visualizations of personal health
data allow users without any knowledge background to understand
their overall conditions and lifestyle risk factors [14]. In contrast, a
number of studies [4,6,21] have reported the negative effect of health
data visualization on comprehension such as misinterpretations [6]
and lower comprehension levels compared to visual analogies [21].
Given the mixed results on the impact of visualization on health
data comprehension, Grossman et al. called out for future work to
explore the effect of different visualizations on comprehension. Fur-
thermore, no existing work has measured the impact of visualization
on people’s perception and anticipated use of a health chatbot to our
knowledge. Hearst and Tory’s study on the impact of visualization
on general conversational interfaces found strong individual differ-
ences in people’s preference for seeing visualizations in chatbots,
with 41% of the participants preferring the text-only interface. While
studies on health chatbots have included visualizations as a potential
feature of the chatbot [8, 24], visualizations were not the focus of
their studies. Our work fills this gap on the impact of visualization
on comprehension and perception of a health chatbot.

Establishing trustworthiness is crucial in healthcare as patients’
trust in healthcare providers directly affect their behavior to seek
medical care and adhere to treatment regimens [25]. As public
distrusts toward data collecting agencies is growing, [1], one of the
biggest reasons patients are resistant to using a health chatbot is
because they ”do not trust enough in chatbots to not being afraid
of regretting using a chatbot for medication in the future” [16].
Wang and Siau define trust in the domain of healthcare chatbot
as “the willingness of users to provide confidential information,
accept the recommendations, and follow the suggestions” [26]. Prior
works showed that people’s willingness to share electronic health
records (EHR) is largely impacted by their attitudes toward EHR, the
level of control they have over the data [10,27], and direct benefits
from sharing data such as tailored and personalized data analysis,
integrated view, feedback, and others” [27]. As visualizations are
personalized feedback based on shared data, we hypothesized that
the visual presentation would increase users’ willingness to share
data. We also used people’s trust in health recommendations as the
second measurement of trust in the chatbot according to Wang and
Siau’s definition of trust.

3 METHODOLOGY

We investigated the research questions through a non-blinded RCT
where caregivers in the visualization group shared their perceptions
based on information in a visual format, and the control group
received the same information in a text format. Mix-methods eval-
uations with both quantitative ratings and qualitative open-ended
questions were used in a survey format. In this section, we describe
the participants, intervention materials, and study procedures.
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Figure 1: A visualization of stress level and solution use frequency
used in the study. It shows a decreasing trend in the stress level
starting from Session 3.

3.1 Participants

Participants were self-identified family caregivers in the United
States. The inclusion criteria for participants were a) over the age
of 18, b) currently taking care of a person with a chronic health
condition, and ¢) can read and write in English. Caregivers were
recruited through specialty care clinics (e.g., autism centers), social
media and caregiving websites (e.g., caregiver support groups, Fam-
ily Caregiver Alliance website), snowballing, and community email
lists. A total of 96 family caregivers participated in the study.

3.2 Intervention materials

We created a data set in two different formats: text description
(control) and visualization (intervention) that conveyed the same
information. We used fabricated information about a caregiver’s
stress levels over five chat therapy sessions and how many times the
caregiver had carried out the recommended health solution after each
session. The text description was ”Scenario: COCO worked with
you through 5 therapy sessions over three weeks to decrease your
stress level, and you chose a health solution (meditation) to practice
regularly. Between Sessions 3, 4, and 5, you tried meditating a few
times. COCO shared a summary of your reported stress levels from
Session 1 to Session 5, which were: 4, 3, 5,4, and 1.”

The visual representation was designed to be parallel in terms of
the information conveyed, as shown in Figure 1. The visualization
was iteratively developed based on a series of pilot tests. Major
changes made in the process include mapping solution usage fre-
quency on the line color instead of the circle color, only showing
one solution per visualization, simplifying the labels, and specifying
the solution (e.g., meditation) in the heading. The trends conveyed
in the two presentation formats (text and visual) were the same;
the stress level started high in Session 1, reached the peak level in
Session 3, and decreased afterward when the user started using the
solution. The representations only differed on the breakdown of so-
lution use frequency (i.e., O times, 1-2 times, 3+ times) in the visual
representation. The solution frequency information was excluded
from the text description as it required participants to keep track
of the solution frequency in addition to the solution starting point,
which could create an information overload.

3.3 Study Procedure

This RCT was part of a larger study approved by the University’s
Internal Review Board. All caregivers provided electronic consent
for participation and then interacted with COCO daily through text-
based dialog about their health using their mobile phones for two

weeks. At the end of the two weeks, participants were invited to
participate in the current study. We used a computer program to
generate simple randomization group allocations prior to the study.
Participants were randomly assigned to a condition based on the
pre-assigned allocation and sent an electronic link via email with
the corresponding study survey. The survey took approximately
10-15 minutes to complete. Participants were provided with a $10
e-gift card upon completion of the survey. Both groups were asked
the same set of questions to assess: 1) the comprehension of the
provided information, 2) the perceived usefulness of the information
presented as part of COCO, 3) the trustworthiness of the information
presented, and 4) the users’ acceptance of COCO.

Comprehension. Two multiple-choice questions were about in-
terpreting the information, such as detecting peaks, evaluating trends,
and identifying correlations (e.g., ”During which session did you
report the highest stress level?””). Two additional questions assessed
comprehension: I believe the solution was effective in improving
my health” and "I think it will be easy to evaluate the effectiveness
of the solutions suggested by COCO with the information” with
Likert scale ratings (1 = strongly disagree, 5 = strongly agree).

Usefulness. Three Likert scale questions measured the perceived
usefulness of the provided information in three aspects: evaluating,
tracking, and communicating information (e.g., "The information
will be helpful for me to review my progress”). We asked follow-up
open-ended questions to elicit an explanation of the ratings.

Trust and acceptance. Three sets of questions measured the per-
ceived trustworthiness in three aspects: confidence in the informa-
tion provided, trust in the health recommendations, and willingness
to share health data with the system with the 5-point Likert scale.
Similar follow-up questions were asked to elicit an explanation of
the ratings. Acceptance was measured with two questions ("I would
use COCO” and I would recommend COCO to others”).

Qualitative Feedback. In addition to the open-ended questions,
another question was asked in the end: “What could we do to make
these graphs more useful?”” All qualitative data were analyzed by
one researcher using deductive content analysis [7], coding into
the three pre-determined themes: comprehension, usefulness, and
trust. In each theme, data were coded into benefits, challenges,
and suggestions. A separate researcher reviewed the coding, and
discrepancies were discussed until 100% consensus was reached.

4 RESULTS

A total of 96 family caregivers (52 in the visualization group and 44
in the control group) aged from 26 to 81 years participated in the
study (mean age 40 years). For the people they cared for, common
health conditions include autism, asthma, cancer, diabetes, and mem-
ory loss. The majority of participants were female (93%), working
full-time (71%), and had an annual household income of $80,000 or
more (54%). The majority were white (70%) and 27% were Asian.

4.1 Quantitative Results

RQI. The visual representation significantly improves information
comprehension. A summary of the ratings is presented in the fig-
ures in the Appendix. We first analyzed the comprehension levels
between the two conditions. The answers to two comprehension
questions were converted to binary data (correct or incorrect) and
combined to represent the number of questions answered correctly
per condition. The result using a Chi-squared test showed a signifi-
cant difference in comprehension: the participants in the visualiza-
tion condition were much more likely to answer questions correctly
(x* = 19.346, df = 2, p < 0.001). More specifically, 84% of the
participants who referred to a visualization answered both ques-
tions correctly compared to 40% in the control group. Next, the
independent samples t-tests showed significant differences between
the perceived effectiveness of the solution (t(93)=-3.448, p=.001)
where the solution was rated as more effective in the visualization



Benefits

Control Group: "It gave me concrete numbers to
show what | rated my stress level and | could
track over time to see if what | was doing is
working."

Challenges

Control Group: "The change in stress levels

was only reported in a single week, rather than
after a few additional sessions after the
intervention had been deployed."

Suggestions

Control Group: "A graph, summary of some kind
other than text after the fact would be useful (like fitbit
does with sleep levels). Something | can visualize
would help me."

Compre-
hens’iznn Visualization Group: "I'm a visual person and Visualization Group: Visualization Group: "Instead of color may be the

this representation better helps me understand "l just realized | was reading the graph frequency of health solution can be shown using

the connection between the solution and its incorrectly, the stress level went up! This is not thickness of the lines 0 - dotted, 1-2 - think, 3+ thick.

potential effect on reported stress levels." a good graphic. Try another one." Its hard to recall the color and frequency mapping
while reading the plot."

Control Group: "To be able to track progress Control Group: Control Group: "Also, putting the date with the

and name feelings over time would be very "It would be helpful, but this survey is hard to session number [...] could help people see if stress

helpful, especially when feeling overwhelmed or understand.” was particularly bad on a specific date and they know

stressed. You can look back and understand what happened during that date, like they lost their job,

better why you felt how you did. This inspires Visualization Group: then it could help bring important context to the graph

Useful- giving oneself more patience and grace." "l think it can show progress but | when that could help make it more meaningful."
ness overwhelmed with other things it might not

Visualization Group: "Rather than feelings and make as much sense or take some time to Visualization Group: "The graph is helpful to track

emotions, it is based on data (that is based on understand." feedings and the self-help practice but life is dynamic

feelings and emotions)." so it doesn't reflect whether meditation was the cause
of stress reduction or other factors in life."

Control Group: "Not all recommendations are  Control Group: Control Group: "l don't know anything about what

perfect for my situation, but | trust based on "As presented Coco is giving me confusing it's basing its recommendations on."

my reduction in stress from a 5 to a 1 that and unclear information, which makes me

Coco will give me recommendations that can distrust its ability to help me in a meaningful “If recommendations are accompanied by

be beneficial." way." supporting articles/documents | would trust them
even more.”

Trust

Visualization Group: "As long as Coco
makes recommendations that are informed by
data like these graphs, | would trust them."
"Research based recommendations. It is
based on research, so | trust science."

Visualization Group:

"Each situation is unique and we are self-
reporting through an app so there is a lot of
room for error and/or glossing over the true
answers to each prompt."

Visualization Group: "l don't know the people
behind Coco nor do | understand their motivations.
Knowing these may help me gain more trust,
although it already seems quite beneficent.”

Table 1: A summary of qualitative results illustrated through quotes on the benefits, challenges, and suggestions on comprehension, usefulness,

and trust.

condition (mean=4.29, s.d.=0.94) compared to the control condition
(mean=3.57, s.d.=1.1). This difference could have resulted from the
visual representation of the decrease in stress between Sessions 3
and 5, as this trend is conveyed more clearly in the visualization com-
pared to the textual list of numbers. Accordingly, results showed that
the participants found it significantly easier to rate the effectiveness
of a solution with a visualization (mean=4.0, s.d.=0.97) than with a
text description (mean=3.43, s.d.=1.26) (t(79.79)=-2.435, p=.017).
Overall, we found a significant difference between the conditions
for every question on comprehension.

RQ?2. The visual representation is perceived as more useful for
reviewing progress. Next, we examined the effect of visualization on
the perceived usefulness of the system and the information provided.
While people perceived COCO to be more useful for reviewing
progress in the visualization condition (mean=4.24, s.d.=1.06) com-
pared to the control condition (mean=3.80, s.d.=1.23), the difference
was not statistically significant (t(93)=-1.864, p=.065). The ratings
for COCO’s potential to help track symptoms were similar across
conditions (t(93)=-0.159, p=.874). However, people found the visual
representation to be significantly more useful (mean=4.18, s.d.=1.07)
as something that COCO could show compared to the textual repre-
sentation (mean=3.70, s.d.=1.02) (t(93)=-2.184, p=.031).

RQ3. The representation format does not affect users’ trust
or acceptance of the chatbot. We found no difference between
the conditions about people’s willingness to share information
(t(94)=-0.774, p=.44). The overall rating for the data sharing ques-
tions was much lower than other ratings. People rated their trust
in the health recommendation higher in the visualization condi-
tion (mean=3.96, s.d.=1.04) compared to in the control condition
(mean=3.64, s.d.=1.10), but the difference was not statistically sig-
nificant (t(93)=-1.476, p=.143). On the other hand, participants were
significantly more confident in understanding the information when
the information was presented in a visualization format (mean=4.27,
s.d.=1.15) rather than in a text-only format (mean=3.45, s.d.=1.30)
(t(93)=-3.307, p=.001). Lastly, we did not find a significant differ-
ence in people’s acceptance of COCO based on the representation
formats (t(94)=-1.527, p=.130).

4.2 Qualitative Results

Qualitative findings elaborated on the quantitative results. Represen-
tative quotes from each domain are shown in Table 1. Participants
from both groups found that the information helped them understand
their stress levels. While many in the control group suggested visual-
izing the data, participants in the visualization group commented that
the visualization facilitated the comprehension of the relationship
and trend. There were many recommendations for improving the
visualization, including clarifying and adding more legends, color
usage, and adding accompanying text explanations. Both groups
shared that the data is useful to track their health, while one par-
ticipant in the control group said the difficulty in understanding
made it not as helpful. Participants suggested making the visualiza-
tions more comprehensive and dynamic (e.g., visualizing additional
stress-related factors) rather than simplifying relationships. A re-
lated suggestion was to expand the data types and metrics, such as
linking to data from wearable devices. The results regarding trust
shed light on factors that contribute to the perceived trustworthiness
of the program, including how data were used, the content and trend
shown in the visualization, and how health recommendations were
made based on resources beyond the personal data (e.g., whether
they were evidence-based recommendations), and the creator of the
program (e.g., this is created by scientists at the university).

5 DISCUSSION

The results indicate that visualizations are effective for increasing
viewers’ comprehension of information and more useful to include
in a health chatbot than text-only presentation. However, it did
not have a significant influence on the perceived trustworthiness of
COCO. We discuss these results in more detail and present three
areas for future work.

5.1 The Role of Visualization in Health Chatbots

While prior works have yielded mixed results on the effects of vi-
sualization on health data comprehension, our findings showed that
visual presentation could increase caregivers’ comprehension of the



information. A feature to collect and display information is not suf-
ficient to be useful in a health chatbot. Although participants in both
groups agreed that COCO had the potential to track their symptoms,
visualization was perceived to be more useful for reviewing progress.
By facilitating users in evaluating information, visualization can sup-
port the chatbot’s decision process to make health recommendations
more transparent. For example, a visualization with an increasing
trend in stress may illustrate the ineffectiveness of the current so-
lution. With this knowledge, users may better understand why the
chatbot is suggesting them to try a different solution. Nadarzynski
et al.’s work on the acceptability of Al-led chatbot services in health-
care revealed a general lack of familiarity and understanding of
health chatbots amongst participants [17]. Moreover, they were also
hesitant about adopting chatbots as they were unable to understand
the technological complexity. In light of their finding, our results
on comprehension and usefulness demonstrate a promising role of
visualization in health chatbots.

Despite the positive influence on comprehension and the per-
ceived usefulness, the visualization by itself was not sufficient to
increase trust. The ratings for the data sharing questions were much
lower compared to other ratings, indicating people’s resistance to
sharing personal data with health technology where trust has not
been established. The qualitative results showed that participants
considered multiple factors when evaluating the system’s trustwor-
thiness. Two factors were data-based — the inclusion of data and
the visible trends shown — which could be enhanced by the design
of data visualization. Other factors are independent of data, such
as the creator’s credentials and external supporting sources. This
behavior of seeking evidence beyond the data at hand is reassuring
as prior works have raised concerns regarding unwavering trust in
data and data visualization, which could lead to blind acceptance of
biased information [12, 13]. Health chatbot creators should encour-
age users’ requests for the aforementioned factors through design
and incorporate multiple ways to proactively build trust. To increase
trust through data-based factors, two participants mentioned expand-
ing from self-report data to integrating data such as heart rate from
wearable technology.

5.2 Future Work

In our study, we have explored how visualization can improve a
chatbot. Interestingly, the results revealed that the benefit could be
reciprocated as the chatbot environment has the potential to improve
the understanding and usefulness of visualization. In this section, we
discuss three directions for future work that leverage the synergistic
effect of visualization and chatbot to scaffold personalized feedback
and increase health literacy.

Chatbot as a Guide. In our study, no introductory guidance
was provided to explain the visual mapping or how to interpret the
visual patterns. In other words, the participants had to rely on the
visualization itself to learn how to read it. While most participants
found the visualization easy to understand, some participants noted
that the labels or the axes were confusing. This challenge can be
overcome with an introductory guide to the visualization in a dialog,
such as explaining the basic visual mappings such as “’each circle
represents a therapy session” or how to interpret a visual trend.
Alternatively, the chatbot could use a staged transition where the
visualization is built up one component at a time. For example,
only the axes are presented at first with a brief explanation, then the
circles appear, then the lines, etc. giving the viewers more time to
learn new information. In the future, we plan to explore ways that a
chatbot could provide an interactive introduction to visualizations
and test their effects on users’ graph literacy.

Chatbot as a Narrator. A health chatbot provides an ideal
environment to combine data, texts, and graphs to tell a cohesive
story. Thus one direction of research is to explore various text-based
methods for integrating contextual information into visualizations.

For example, the description “The biggest drop in stress was shown
after Session 4” could be embedded directly on the visualization,
shown in tooltips when an element is pressed on or conveyed through
the chatbot’s message. A chatbot also enables the exploration of
data and patterns through conversations in addition to interactive
visualizations. Future work could explore how users engage in
conversations to seek more context, which can be especially useful
in a mobile environment [18], and how visual cues can be used to
answer questions. For example, when a user presses on a session
number on the chart, the chatbot could provide relevant contextual
information from the conversation they had during that session, such
as whether the user had mentioned a stressful event at work.

Chatbot for Personalizing Visualizations. Next, the chatbot
environment allows for personalized visualizations through long-
term interactions with users and the ease of communicating personal
preferences in a dialog. We can start the visualization with basic
information for first-time users and add more comprehensive and
personalized information over time. The visualization can also be
dynamically adapted to match user preferences through dialog. For
example, the user could follow a strict, linear narrative early on
and later engage in an open exploration of the content [22], such
as the inclusion of external data (e.g., heart rate or sleep quality
data from wearable devices) and removal of visual elements (e.g.,
legend) to create a visual estate for more contextual illustrations.
Communicating comprehensive information enhances trust, which
in turn encourages the use of health chatbots.

6 LIMITATIONS

Although we tried to recruit an inclusive sample through broad Inter-
net recruitment and low-resource communities (e.g., families served
by an autism center funded primarily through Medicare and Medi-
caid), the majority of the participants were from the communities
near a large public university, where the population has relatively
high income levels and employment rates. The participants’ graph
literacy levels were relatively high, but we did not collect educa-
tional level data to examine whether they were correlated. These
limitations compromise the external validity of the findings. Future
work with a more diverse population is required to determine the
generalizability of our results. Furthermore, our study involved a
single visualization type and the results might not be generalized
to other visualization types of differing complexities. While we
positioned the visualization as a part of a dialog system, the infor-
mation was presented through a survey, not a chatbot environment.
We intend to conduct a follow-up study with the discussed future
directions delivered through a chatbot.

7 CONCLUSION

In this RCT, we tested the role of visualization on COCO, a health
chatbot for family caregivers, to examine its effect on factors (com-
prehension, perceived usefulness, and trust) that could promote the
use of the technology. The results showed that visual presentation
could improve comprehension compared to text descriptions. The
presentation format had a significant impact on the perceived effec-
tiveness of the solution and participants strongly preferred the visual
representation as information that COCO could show. While there
was not a significant increase in trust or acceptance levels in the visu-
alization group, the promising trends warrant additional examination.
When evaluating the trustworthiness of COCO through visualization,
caregivers considered various factors beyond their own health data
such as research evidence and the credentials of the creators. The
findings highlighted people’s desire for more contextual data and
guidance on interpreting the visualization. Based on these findings,
we discussed ways to explore the role of chatbot to guide, narrate,
and scaffold through personalized visualizations.
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Four figures showing the user ratings for comprehension, usefulness, trust, and acceptance with mean values shown as black dots and

the standard deviations shown as whiskers above and below the dots. Visualization condition had significantly higher ratings for all aspects
of comprehension and one aspect of usefulness. Increasing trends are observed in the visualization condition for all variables in trust and
acceptance, but only the confidence in understanding information was significantly improved.
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